Dynamic Time Warping for Speech Recognition with Training Part to Reduce the Computation
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Abstract In this paper, we proposed a dynamic time warping (DTW) method with a training part. DTW is a popular automatic speech recognition (ASR) method based on template matching. Conventional DTW is fast and of low complexity, however its recognition accuracy is limited. Recently, a DTW with multireferences (mDTW) algorithm has also been developed to improve the recognition accuracy to be comparable to that of the hidden Markov model (HMM) algorithm under noisy conditions. However, the mDTW algorithm increases the calculation cost. Therefore, in order to reduce the calculation cost, in this paper, a training part will be added to the DTW-based ASR system, unlike the mDTW, which tries to find appropriate reference utterances to replace the increasing utterances. The results show that the average recognition accuracy of the proposed method is similar to that of the mDTW, and the calculation cost was reduced by 41.6%.
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1. Introduction

There are two main techniques in speech recognition. One is the hidden Markov model (HMM) and the other is dynamic time warping (DTW). Although DTW has low recognition accuracy, it is still used in small-scale embedded systems (e.g., cell phones and mobile applications) because of the simplicity of its hardware implementation, straightforwardness, and speed of the training procedure[1,2]. Recently, a multireference DTW (mDTW) has been developed to increase the recognition accuracy. Even if the mDTW improves the recognition accuracy to be similar to that of the HMM algorithm however, the cost of mDTW increases dramatically. Therefore, in this study, we attempt to reduce the total cost of the mDTW-based speech recognition approach and we call the modified method training dynamic time warping (tDTW).

Figure 1 shows a simple ASR system using DTW. It comprises modules for voice activity detection (VAD), feature extraction, noise reduction, and speech recognition. These modules will be discussed below.

The VAD block is used to detect the beginning and end of speech waveforms and to exclude nonspeech segments [3-7]. This technique is used in this work because nonspeech segments can degrade recognition performance, especially at a low signal-to-noise ratio (SNR)[3-5]. In noisy environments, the noise will smear speech waveforms, thus a robust speech recognition algorithm, such as cepstrum mean subtraction (CMS) [10], running spectrum filtering (RSF), and dynamic range adjustment (DRA)[8-11], is required. These techniques help yield high recognition accuracy, even at a low SNR. However, these techniques do not reduce the calculation cost.

Therefore, in this paper, we propose a tDTW-based ASR system. First, we deploy VAD to prepare the waveform as well as to reduce the response time and computational cost. Then, we employ the CMS, RSF, and DRA noise rejection techniques filter. Finally, we use the tDTW-based ASR system to determine the recognition accuracy. Our experiments indicate that DTW recognition accuracy is similar to that of the mDTW for the same noise reduction method, but the calculation cost is reduced by 41.6%.

The paper is organized as follows: In Sect. 2, we describe the VAD method based on a short-time energy
method and give the details of the RSF and DRA noise-reduction methods. In Sect. 3, we discuss conventional DTW and mDTW. In Sect. 4, we describe the proposed method that can reduce the computing time and memory resource. In Sect. 5, we present our experimental result. Finally, we draw conclusions in Sect. 6.

2. Conventional Methods

2.1 VAD

The VAD algorithm typically relies on the short-time energy and zero-pass ratio. In this work, we employ the short-time energy method for VAD. The samples of a waveform of the input signal is defined as \( x(m) \), where \( m \) is the sample index. The short-time square energy of the speech signal, \( E_{sq}(i) \), is defined as

\[
E_{sq}(i) = \sum_{m=-\infty}^{\infty} [x(m)\omega(m-i)]^2
\]

where \( \omega(i) \) is the a window function whose small width in samples represents the frame size. The Hamming window function is used in speech signal processing. The Hamming window function is defined as

\[
\omega(i) = \begin{cases} 
0.54 - 0.64 \cos\left(\frac{2\pi}{N}\right) & 0 \leq i \leq N - 1 \\
0 & \text{other} 
\end{cases}
\]

where \( N \) is the window length. Then, if \( E_{sq}(i) \) exceeds a certain threshold, frame \( i \) is classified as a speech frame, otherwise it is classified as a nonspeech frame.

This threshold must be adjusted to the level of the input signal as follows:

\[
\Upsilon = \frac{1}{I} \sum_{i=1}^{I} E_{sq}(i)
\]

We assume that the first five frames are nonspeech data; therefore, their average energy equals the average energy of nonspeech data. Thus, the maximum energy of a nonspeech frame is defined as the threshold \( \Upsilon \). If the energy of some later frame is larger than \( \Upsilon \), then it is considered to be a speech frame.

2.2 Mel-frequency cepstral coefficients (MFCC)

A well-known parameter extraction method is that of Mel-frequency cepstral coefficients (MFCCs)[12]. MFCC can better describe the nonlinear relation. By analyzing the spectrum of speeches, we can obtain better accuracy and robustness. Figure 2 shows the structure of the MFCC method for the feature extraction.

2.3 RSF

RSF is a noise reduction method that exploits the difference in temporal variability between the spectra of speech and noise signals to remove the noise [10]. Thus, we can evaluate the different characteristics of speech and noise signals. In the modulation spectrum, we have found that the noise spectrum is concentrated in the direct component (DC). Most of the noise energy is distributed in the low-frequency band of the modulation spectrum. Thus, removing low-frequency components with a high-pass filter can reduce the noise. Therefore, we can use a band-pass filter to separate speech from noise.

![Feature extraction](image)

Fig. 2 Feature extraction

![DTW recognition accuracy vs band for RSF](image)

Fig. 3 DTW recognition accuracy vs band for RSF

Figure 3 depicts the recognition accuracies of different bands filtered by RSF. It is shown that the best performance in 10 dB white noise is obtained for the band from 1 to 14 Hz and that in 20 dB white noise is for the band form 1 to 15 Hz. Note that the 1 to 15 Hz band-pass filter is selected in this paper, since the accuracy for the 1 to 15 Hz band is the highest among the 10 and 20 dB SNR conditions.

2.4 DRA

One of the major causes of noise corruption is derived from the differences in the dynamic ranges of the cepstrum. The dynamic range of the cepstrum indicates the difference between the maximum and minimum cepstral values in each order. However, the amplitude difference between
clean and noisy speech deteriorates the recognition accuracy. DRA can be used to compensate for this difference using the following normalization:

\[ x'_i(t) = \frac{x_i(t)}{\max_{j=1,\ldots,I} |x_j(t)|} \]  

(4)

2.5 CMS

CMS is a channel normalization approach to compensate for the acoustic channel. The time-invariant channel parameters in a recording system and convolutional disturbance noise are evaluated by CMS, and these removal of such noise results in the observed speech waveform. The working of CMS is simple. After feature extraction, the MFCC feature vectors are obtained in the cepstral domain. In a long time range, almost all speech features are changed with time. On the other hand, the time-invariant noise features in such a range are considered to be almost constant. The subtraction of the time-invariant features from noisy speech features results in the reduction of noise components. Noise reduction is then executed as

\[ c'_i = c_i - \frac{1}{T} \sum_{j=1}^{T} c_j \]  

(5)

where \( t \) is the frame time index, \( T \) is the total number of frames, and \( T \sum_{j=1}^{T} c_j \) is the mean MFCC vector from each MFCC feature vector \( c_i \).

3. DTW

3.1 Conventional DTW

The DTW algorithm is based on dynamic programming and provides a means of template matching for different lengths of pronunciation [13,14]. It is a nonlinear warping technique where time series are stretched and compressed to match the reference template. In the field of speech recognition, the objective of DTW is to warp two sequences of speech feature vectors until an optimal match is found.

The sequence of feature vectors of test speech \( P \) is \( \{ p(1), p(2), \ldots, p(i), \ldots, p(I) \} \). The sequence of feature vectors of the reference speech \( Q \) is \( \{ q(1), q(2), \ldots, q(j), \ldots, q(J) \} \).

In order to clarify the nature of the differences, let us consider an \( i - j \) plane, as shown in Fig. 4, where speeches \( P \) and \( Q \) are developed along the \( i \)-axis and \( j \)-axis, respectively. The differences between them can be depicted by a sequence of points \( c = (i, j) \):

\[ C = [c_1, c_2, \ldots, c_i, \ldots, c_L] \]  

(6)

where

\[ c_i = (i(l), j(l)) \]  

(7)

As a measure of the difference between two speech vectors \( p_i \) and \( q_j \), the warping path distance from \((1, 1)\) to \((i, j)\) is defined as \( d(i, j) \). We will compute the distance between the starting point \((1, 1)\) and the end point \((I, J)\) from left to right \( D(I, J) \).

\[ D(C) = \sum_{l=1}^{L} d(c_l) = \sum_{i=1}^{I} \sum_{j=1}^{J} ||p(i) - q(j)|| \]  

(8)

Since there are \( X \) possible paths from \((1, 1)\) to \((I, J)\), we will identify the smallest accumulated distances from \((1, 1)\) to \((I, J)\) among all possible paths, and the path with the minimum \( D(I, J) \) is the optimal path between \( P \) and \( Q \). To determine the optimal warping path, the following conditions can be realized as the following restrictions on the warping path and are shown in Fig. 4.

1) Monotonic conditions:

\[ i(l - 1) \leq i(l) \]
\[ j(l - 1) \leq j(l) \]  

(9)

The monotonic conditions express the characteristics of the time sequence of speech signals. The precedence order cannot be changed after a warped sequence.

2) Continuous conditions:

\[ i(l) - i(l - 1) \leq 1 \]
\[ j(l) - j(l - 1) \leq 1 \]  

(10)

The continuous conditions express how to choose the adjacent frame.

3) Boundary conditions:

\[ i(1) = 1, j(1) = 1 \]
\[ i(L) = I, j(L) = J \]  

(11)

The boundary conditions define the beginning point as point \( c_1 = (1, 1) \) and the end point as \( c_L = (I, J) \) for all paths. These also express the characteristics of the time sequence of speech signals. The two endpoints of two patterns first must be aligned.
4) Adjustment window condition:

\[ |i(i) - j(j)| \leq r \]  

(12)

In fact, all warping paths from \((1, 1)\) to \((I, J)\) may not cross all points. Thus, adjustment windows defined the computation area for the warping function. The points outside of the adjustment windows are excluded from the calculation. In other words, the paths that cross the points outside of the adjustment windows are not the optimal path. However, the calculation cost of the DTW algorithm can be reduced much more efficiently.

According to the above restrictions, the optimal warping path distance can be expressed as

\[
D(i, j) = \min\left( \begin{array}{l}
D(i-1, j) + d(i, j) \\
D(i-1, j-1) + 2d(i, j) \\
D(i, j-1) + d(i, j) 
\end{array} \right) 
\]

(13)

3.2 DTW with multireferences (mDTW)

Conventional DTW is capable of fast search and low complexity, but it has poor speech recognition accuracy. In order to improve the recognition accuracy in noisy environments using DTW, a better way is to increase the number of utterances for the same word.

mDTW [15] has been developed. First, we assume there are \(M\) reference words, and each word has \(N\) speech utterances from different speakers. The distance computed between the unknown speech waveform and the \(m\)th utterance of the \(n\)th reference word is denoted as \(d_{mn}\). The utterances computed between the unknown speech waveform and all utterances of the \(m\)th reference word are collected in vector \(d_m = [d_{m1}, d_{m2}, \ldots, d_{mn}]^T\). Then, all distances between the unknown speech waveform and all reference utterances can be represented in matrix form as

\[
D = \begin{bmatrix}
\mathbf{d}_1^T \\
\mathbf{d}_2^T \\
\vdots \\
\mathbf{d}_M^T 
\end{bmatrix} = 
\begin{bmatrix}
d_{11} & d_{12} & \ldots & d_{1N} \\
d_{21} & d_{22} & \ldots & d_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
d_{M1} & d_{M2} & \ldots & d_{MN} 
\end{bmatrix} 
\]

(14)

Sorting the distances for every reference word into ascending order yields \(d_m^*\).

\[
d_m^* = \begin{bmatrix}
d'_{m1} \\
d'_{m2} \\
\vdots \\
d'_{mN} 
\end{bmatrix}
\]

(15)

That is, \(d'_{m1}\) and \(d'_{mN}\) are the minimum and maximum distances, respectively.

In contrast, in the mDTW approaches, the recognized word corresponds to

\[
\arg\min_{m=1,M} d'_{m1}
\]

(16)

Figure 5 shows the recognition accuracy of the mDTW algorithm for different numbers of reference utterances for each word. For this implementation, the reference database consists of 100 isolated Japanese words, and every word has 10 to 50 waveforms spoken by different persons, and the test words are 50 isolated Japanese words. Other conditions are described in Table 1. Note that although accuracy continues to improve with a higher number of reference utterances for each word, calculation complexity also increases substantially because of the increasingly large reference database. In the following section, we present a way of finding an appropriate reference utterance to replace the increasing number of utterances, thus reducing the calculation cost while maintaining the high recognition accuracy.

4. Proposed tDTW

As stated above, the more utterances we used for the same word, the more memory resources and computing time we need to pay. Therefore, the problem becomes how to find the best reference utterance to replace the large number of reference utterances. Actually, the DTW algorithm provides the optimal path for finding the best reference template. We give a detailed explanation in the following part.

4.1 One pair of vectors

For simplicity, first, we assume one pair of speech feature for the same word, \(P = [p(1), p(2), \cdots, p(i), \cdots, p(I)]\) and \(Q = [q(1), q(2), \cdots, q(j), \cdots, q(J)]\), as mentioned in Section 3. Then, by using the DTW algorithm, the optimal path between \(P\) and \(Q\) is defined as

\[
C_{opt} = [c_1, c_2, \cdots, c_l, \cdots, c_L] 
\]

(17)

where \(c_l\) is a point on the \(i-j\) plane, the coordinates of which are \((i(l), j(l))\), with the value \((p(i(l)), q(j(l)))\).

The optimal path \(C_{opt}\) is the one that minimizes the cumulative error path between \(P\) and \(Q\). In other words, the value of each optimal path point is the closest value between \(P\) and \(Q\). Therefore, let us consider defining a new vector \(C'\) to replace \(P\) and \(Q\) on the basis of the optimal path.
First, we consider the optimal path to represent a function that approximately realizes mapping from the axis of speech feature $P$ onto that of speech feature $Q$. The slope of every two points in this function is calculated by

$$S = \frac{i(l + 1) - i(l)}{j(l + 1) - j(l)}$$  \hspace{1cm} (18)

where $S$ is the slope of two points. Actually, there are only three kinds of slope, as represented in Fig. 6.

Fig. 6 Types of slope

Then, every two points other than the starting point and end point will be merged into a new point with the value expressed as

$$c'(l) = \begin{cases} \frac{p(i(l)+p(i(l)+1)+p(j(l))}{3} & \text{if } S = 0 \\ \frac{p(i(l)+q(j(l))+q(j(l)+1))}{3} & \text{if } S = 1 \\ \text{else} & \end{cases}$$  \hspace{1cm} (19)

The starting point and end point remain the original values. Finally, we define the new vector $C'$ as a set of centroids calculated using Eq. (19).

$$C' = [c'_1, c'_2, \ldots, c'_N]$$  \hspace{1cm} (20)

Figure 7 shows the details of the merging rule.

Fig. 7 Merging rule

4.2 Pairs of vectors

On the basis of the above explanation, we solve the condition in which there are pairs of vectors. The proposed method proceeds in the following steps.

1. We assume there are $M$ reference words, where each word has $N$ speech utterances from different speakers. For each reference word, $N$ speech utterances will be divided into two subsets.

2. For each pair of subsets, the optimal path will be computed. According to Eq. (19), the new vector will replace the pair of subsets. The number of speech utterances will be reduced to $N' = N/2$.

3. If we repeat step 2, the number of speech utterances will be further reduced. In other words, if we repeat step 2 $t$ times (we call it training $t$ times), then the number of speech utterances will be reduced to $\frac{N}{2^t}$.

4. The distances computed between the unknown speech waveform and all utterances of reference word $M$ are collected in a matrix as

$$D = \begin{bmatrix} d_{1,1}^T & d_{1,2} & \ldots & d_{1,N'} \\ d_{2,1} & d_{2,2} & \ldots & d_{2,N'} \\ \vdots & \vdots & \ddots & \vdots \\ d_{M,1}^T & d_{M,2} & \ldots & d_{M,N'} \end{bmatrix}$$  \hspace{1cm} (21)

5. As in the mDTW algorithm, sort the distances for each reference word. The recognized word corresponds to

$$\arg\min_{m=1,M} d'_m$$  \hspace{1cm} (22)

6. Finally, in the recognition part, the recognition accuracy will be calculated.

Figure 8 shows the basic algorithm of three kinds of DTW. The conventional DTW uses the reference speech compared with the test speech. Its algorithm is simple and fast, but the recognition accuracy is low. mDTW uses $N$ reference speeches compared with the test speech. Although the algorithm increases the robustness of the reference speeches and the recognition accuracy is very high, the computation cost is significantly increased. The proposed method not only reduces the computation cost but maintains a high recognition accuracy (Case of training once).
5. Simulation Experiments

5.1 Evaluation measure and results

Conventional recognition systems consist of ordinary feature extraction based on MFCC. The entire recognition system is implemented using MATLAB. The reference database consists of 100 isolated Japanese words, and each word has 100 waveforms spoken by 50 persons. The test words are 50 isolated Japanese words, and each word has 100 waveforms spoken by another 50 persons. MFCC feature vectors are extracted. These vectors comprise 36 dimensions: 12 cepstral coefficients \( (s_i(k), i = 1, 2, \ldots, 12, k : \text{time index}) \), 12 delta cepstral coefficients \( (\Delta s_i(k) = s_i(k) - s_i(k - 1)) \), and 12 delta-delta cepstral coefficients \( (\Delta^2 s_i(k) = \Delta s_i(k) - \Delta s_i(k - 1)) \). Other conditions are described in Table 1.

| Table 1 Experimental settings and parameters |
|----------------|----------------|
| Recognition task | Isolated 100 words |
| Speech data      | 100 Japanese region names |
| Sampling         | 11.025 kHz, 16 bits |
| Window length    | 23.2 ms (256 samples) |
| Frame length     | 11.6 ms (128 samples) |
| Band of bandpass filter | 1-15 Hz |
| Feature vector   | 36-dimensional MFCC |
| Noise type       | white noise and babble noise |

In this study, we have two main goals. One is to reduce the calculation cost. In the following part, we will show the calculation costs of mDTW and tDTW.

To obtain the calculation cost of mDTW, we must evaluate the following cost:

\[
C_{TD}^D(\delta) = MNC_D(H_i, \delta) + C_R(\delta)
\]

where \( C_{TD}^D(\delta) \) is the total calculation cost of mDTW, \( C_D \) is the calculation cost of DTW, and \( C_R \) is the calculation cost of noise reduction. \( M \) is the total number of target words, and \( N \) is the total number of speech for each speech word (in the experiment, \( M = 100 \) and \( N = 100 \)). We define \( \delta \) as a feature vector of speech and \( H_i \) as the \( i \)th reference feature vector.

In the case of tDTW-based ASR, the total calculation cost is

\[
C_{TD}^T(\delta) = C_T(H_i, \delta) + \frac{1}{2t} MNC_D(H_i, \delta) + C_R(\delta)
\]

where \( C_{TD}^T(\delta) \) is the total calculation cost of tDTW, \( C_T \) is the calculation cost of the training part, and \( t \) is number of training repetitions. We assume training of only once, then, \( C_T(H_i, \delta) \) can be expressed as

\[
C_T(H_i, \delta) = \frac{1}{2} MNC_D(H_i, \delta)
\]

Since \( \frac{1}{2} MNC_D(H_i, \delta) \) is \( M \) times \( \frac{1}{2} NC_D(H_i, \delta), \) in other words, \( C_T(H_i, \delta) \ll MNC_D(H_i, \delta), \) then \( C_{TD}^T(\delta) \approx \frac{1}{2} C_{TD}^D(\delta). \) Apparently, the calculation cost of mDTW has been reduced; after training only once, the calculation cost has been reduced by almost 50%.

![Fig. 9 Computing time of proposed DTW](image)

Figure 9 shows the practical calculation cost rate. We used the Epson Pro7500 computer with the Core(TM) i7-3820 CPU @ 3.6 GHz. Note that zero training time represents the mDTW calculation cost, and all the calculation cost rate were compared with the mDTW calculation cost. Apparently, after training once, computing time has been reduced 41.6%. On the other hand, when the numbers of reference words becomes half, the computing time is significantly reduced.

Our other goal is to maintain a high recognition accuracy. Figure 10 shows the recognition accuracy of the two DTW algorithms with 10 dB and 20 dB white and babble noise. Our approach yields 96.94% accuracy compared with the 97.54% accuracy of mDTW in 20 dB white noise and 84.4% accuracy compared with 86.44% accuracy of mDTW in 10 dB white noise. Our approach yields 94.12% accuracy compared with 94.14% accuracy of mDTW in 20 dB babble noise and 80.55% accuracy compared with 81.64% accuracy of in 10 dB babble noise (case of training once).

Furthermore, Fig. 11 shows the tDTW recognition accuracy when the reference utterances have been trained more than once in 10 dB and 20 dB white and babble noise.

5.2 Discussion

Compared with HMM-based ASR, the merit of DTW-based ASR is less or no complicated training procedure in these system. In other words, only when speech sound can be obtained does conventional DTW start recognition immediately without training. If its merit is applied during the recognition stage, the DTW-based ASR can recognize any speech, and at the same time, always learn new speech data.

As mentioned in the previous section, the proposed tDTW-based ASR can reduce the total calculation cost compared with mDTW-based ASR, while its recognition accuracy can still be kept sufficiently high. However, un-
In this study, we have two main goals. One is to reduce the calculation cost of the training part, and noise reduction.

5. Evaluation measure and results

We assume training of only once, the calculation cost of the training procedure is significantly reduced.

5.1 Simulation Experiments

Our other goal is to maintain a high recognition accuracy in any speech, and at the same time, always learn new speech immediately without training. If its merit is applied during the experiment, the proposed tDTW can also provide high recognition accuracy even when a training procedure is additionally required.

As mentioned in this paper, the DTW-based ASR system is valuable for small-scale systems, considering memory resources and calculation cost. The proposed system also provides a similar solution for speech recognition applications. However, the proposed system requires a training stage before it can be applied for recognition. If the target ASR includes on-line training, its training procedure should be implemented into its ASR system. This will be one of the future issues.
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6. Conclusion

In this paper, we proposed a robust ASR technique that includes VAD, noise-reduction, and tDTW-based recognition. It was shown in this paper that the tDTW method can reduce the computing time and memory resources. The proposed tDTW can also provide high recognition accuracy even when a training procedure is additionally required.
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